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Real-Time Input Risk Detec�on and Adversarial
Tes�ng Pla�orm for GenAI
Sen�nelPrompt is a dual-layer pla�orm that
detects and tests risky prompts to secure
genera�ve AI systems from harmful input
manipula�on
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Background

As enterprises rapidly adopt genera�ve AI, they face a growing threat from prompt injec�on a�acks—malicious or

manipula�ve inputs that cause AI systems to produce unsafe, biased, or confiden�al outputs.

Current defenses o�en focus on filtering outputs rather than detec�ng risky inputs, leaving organiza�ons

vulnerable to data leakage, reputa�onal damage, and compliance failures in regulated sectors like healthcare,

finance, and law.

Tech Overview

Devloped by researchers at Lehigh University, Sen�nelPrompt is a risk management pla�orm that safeguards

genera�ve AI systems by addressing vulnerabili�es at the input stage. The system integrates two components:

Sen�nelScan – a real-�me API that evaluates incoming prompts using behavioral and linguis�c risk signals

such as emo�onal entropy and linguis�c concreteness.

Sen�nelPenTest – a simula�on suite that enables organiza�ons to test their AI systems against adversarial

scenarios and iden�fy weaknesses before deployment.

Grounded in empirical research (Emo�onal Agents Research Study) analyzing over 5,000 real-world prompt

injec�on a�empts, Sen�nelPrompt translates behavioral science insights into a scalable, proac�ve defense. It

integrates seamlessly into enterprise workflows with customizable policies, scoring, and repor�ng features.

Benefits

Proac�ve defense: Detects high-risk prompts before harmful outputs are generated

Behavioral-science founda�on: Uses validated features (emo�onal diversity, concreteness) that correlate

with adversarial success 

Customizable policies: Allows organiza�ons to set rules for warning, rewri�ng, or blocking prompts

Enterprise-ready: Supports API integra�on, real-�me monitoring, and compliance repor�ng

Dual-layer protec�on: Combines real-�me scanning with adversarial penetra�on tes�ng

Applica�ons

Healthcare – preven�ng the disclosure of sensi�ve pa�ent data and ensuring HIPAA compliance 

Finance – safeguarding confiden�al financial models and regulatory repor�ng

Legal & Compliance – protec�ng a�orney–client privileged informa�on and sensi�ve case records 



Enterprise AI deployment – securing internal chatbots, digital assistants, and knowledge management

systems 

AI governance & audi�ng – providing measurable safety metrics for regulators and policymakers



Learn more about this opportunity

About Inpart

Scien�fic collabora�ons should solve real-world problems and bring a posi�ve impact to society. That's why we

facilitate and accelerate the bench-to-bedside journey by connec�ng the right partners from industry and

academia.

Connect is an online matchmaking pla�orm subscribed to by 250+ universi�es and research ins�tutes to

connect with industry teams in 6,000+ companies to commercialise academic innova�ons and exper�se that are

available and seeking collabora�on.Create your free Connect account!
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